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Abstract

In a game with rational expectations, individuals simultaneously re�ne
their information with the information revealed by the strategies of other
individuals.

At a Nash equilibrium of a game with rational expectations, the infor-
mation of individuals is essentially symmetric: the same pro�le of strategies
is also an equilibrium of a game with symmetric information; and strategies
are common knowledge.

If each player has a veto act, which yields a minimum payo� that no other
pro�le of strategies attains, then the veto pro�le is the only Nash equilib-
rium, and it is is an equilibrium with rational expectations and essentially
symmetric information; which accounts for the impossibility of speculation.

JEL classi�cation number: D82.
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1 Introduction

Private information may di�er across individuals: it may be asymmetric.
If expectations are rational, individuals re�ne their information with the

information revealed by the acts of others. If an event is common knowledge,
individuals know it has occurred, they know that others know it, they know
that others know that they know it, ... .

Thus, at a rational expectations equilibrium as well as for an event which
is common knowledge, gains to knowledge from the exchange of information
are exhausted.

Rational expectations were formalized by Radner (1979) in the context of
walrasian equilibria. Common knowledge was formalized by Aumann (1976)
without reference to the optimizing or strategic behavior of individuals.

Both rational expectations and common knowledge are powerful concep-
tual tools that lead to surprising and often similar conclusions. The impos-
sibility of speculative exchange has been claimed by Milgrom and Stokey
(1982) as a consequence of the common knowledge of individuals of their
willingness to trade, and by Tirole (1982) as a property of equilibria with
rational expectations.

Rational expectation is a property of the information of individuals at
equilibrium. It applies across states of the world or of private information.
Common knowledge is a property of events relative to the information of
individuals. It applies at each state of the world or of private information.

The comparison of rational expectations and common knowledge should
then be posed as follows: what events are common knowledge at a rational
expectations equilibrium ?

At a Nash equilibrium of a game with uncertainty and private informa-
tion, according to the formalization of Harsanyi (1967 - 1968), individuals do
not extract information from the acts of other individuals in the same round
of play; this takes literally the simultaneity of moves. But it is naive.

At a Nash equilibrium of a game with rational expectations, individuals
extract information from the simultaneous acts of other individuals.

Individuals know the strategies of others, and they observe their realized
elementary acts; the no - regret condition that characterizes Nash equilib-
rium requires robustness to the new knowledge that individuals obtain at
equilibrium. This is the motivation for the de�nition of a game with rational
expectations.
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A Nash equilibrium for a game with rational expectations abstracts from
the strategic aspects of the revelation of information. This is in the spirit of
Nash equilibrium, but may fall short of interpretation of rational expectations
as a reduced form of a process of information revelation and learning; Dubey,
Geanakoplos and Shubik (1987) and Forges and Minelli (1997, a, b) explore
the connection between dynamic or repeated games with asymmetric infor-
mation and games with asymmetric information and rational expectations;
Kalai (2000) discusses the issues involved

At a Nash equilibrium of a game with rational expectations the informa-
tion of individuals is essentially symmetric: any di�erences in information do
not a�ect equilibrium acts; and the acts of individuals are common knowl-
edge.

If the structure of payo�s in a games is such that at a Nash equilibrium,
information is essentially symmetric, equilibria are �a fortiori equilibria of the
game with rational expectations, where the acts of individuals are common
knowledge: this is the case for veto games, a powerful insight introduced and
developed in Geanakoplos (1995).

Common knowledge of acts immediately implies consensus among indi-
viduals trying to guess the value of a random variable. Speculative behaviour,
on the other hand, cannot be ruled out at a rational expectations equilibrium
of a game. Indeed, an example shows that common knowledge of the equi-
librium acts need not imply common knowledge of speculation. Speculation
can thus occur at the Nash equilibrium of a veto game.

In a strong veto game, every individual plays its veto act at a Nash
equilibrium, speculation cannot occur and, as a consequence, it cannot occur
at a competitive equilibrium.

2 Games with rational expectations

A game with private information is a collection

GP = fI;S; (Ai; ui;P i) : i 2 Ig:

Individuals are i 2 I, a �nite set. States of the world are s 2 S, a
�nite set. A pro�le of private information is P = f� � � ;P i; � � �g, where P i =
fP i(s) : s 2 Sg, is a partition of the set of states of the world that represents
the private information of the individual. For an individual, an elementary
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act is ai 2 Ai, and an act or a strategy is f i; an element of the set of feasible
strategies 1

F i = ff i : S ! Ai; measurable with respect to P ig:

Across individuals, a pro�le of elementary acts is a 2 A, where a =
(� � � ; ai; � � �), and A = �i2IA

i, and a pro�le of strategies is f 2 F = �i2IF
i:

The utility or payo� to the individual at f 2 F is ui(f), and his utility
function is ui : F ! R:

For an individual, the complementary set of individuals is f�ig = fI n
figg: At strategies f�i 2 F�i by the complementary set of individuals, where
f�i = (� � � ; f i�1; f i+1; � � �), F�i = �i02f�igF

i0, and f = (f i; f�i), the opti-
mization problem of the individual is to

max ui(f i; f�i);

s:t: f i 2 F i:

The solution to the optimization problem is 'i(f�i) � F i, which may be
empty, when a solution does not exist, or not a singleton, when the solution
is not unique. The choice or reaction correspondence is 'i : F�i ! F i:

A Nash equilibrium is a pro�le of strategies, fI�; such that f i� 2 'i(f�i�);
for every individual.

Individuals optimize ex - ante, prior to the resolution of uncertainty, and
the utility function evaluates pro�les of strategies. Under conditions that
are well understood, Debreu (1959), the utility function of an individual is
additively separable across states of the worlds: ui(f) =

P
s2S v

i(f(s); s):
Under stronger conditions, Savage (1954), it has a state - independent ex-
pected utility representation: ui(f) = Eivi(f(s)); where the the probability
measure under which expectations are computed is as much a characteristic
that may vary across individuals as the cardinal utility index.

An ex - post formulation of games with uncertainty and private informa-
tion is possible. For separable utility functions, the optimization problem of
an individual at a state of the world is

max
P

s02Pi(s) v
i((f i(s); f�i(s0)); s0);

s:t f i(s) 2 Ai:

1A function f : S ! A is measurable with respect to a partition P if P (s) = P (s0) )
f(s) = f(s0).
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For non - separable utility functions, an ex - post formulation is possible but
contrived. With this ex - post formulation of games with private information,
the solutions to the individual optimization problems coincide for s and s0;

with P i(s) = P i(s0): They yield unambiguously a solution to the ex - ante
optimization problem, which, in particular, is measurable with respect to the
information available to the individual 2.

Information is symmetric if , for some partition, P0; of the set of states
of the world, P i = P0; for every individual: the information of individuals
coincides. A game with uncertainty and symmetric information is

GP0 = fI;S;P0; (Ai; ui) : i 2 Ig:

If the utility functions of all individuals are separable across states of the
world and information is symmetric, the game decomposes into a collection
of games, indexed by the elements of the common partition.

At a Nash equilibrium of a game with private information, the information
of individuals is essentially symmetric, with respect to a partition, P0; if the
pro�le of acts is a Nash equilibrium of the game with symmetric information
P0:

In a game with rational expectations, individuals re�ne their information
with the information revealed by the elementary acts of other individuals at
each state of the world.

For an individual, the feasible act correspondence is de�ned by 3

�i(f�i) = ff i : S ! Ai; measurable with respect to P i _j2f�ig P
fjg:

2An alternative ex - post formulation is for an individual to solve, at a state of the
world, the optimization problem

max
P

s02Pi(s) v
i((f i(s); f�i(s)); s0);

s:t f i(s) 2 Ai;

solutions need not coincide even if P(s) = P(s0); and they need not yield a solution to the
ex - ante optimization problem subject to the measurability constraint.

3A partition, P , is at least as coarse as another, P 0 if and only if P 0(s) = P 0(s0) )
P (s) = P (s0); one writes P 0 � P . If fPk : k 2 Kg is a collection of Partitions, the join is
de�ned as the partition P = _k2KP

k such that P (s) = P (s0) if and only if P k(s) = P k(s0)
for all k 2 K : it is the coarsest common re�nement; the meet is the partition P = ^k2KP

k,
the �nest common coarsening. The partition, Pf ; induced by a function f is de�ned by
P f (s) = P f (s0) if and only if f(s) = f(s0) : it is the coarsest partition with respect to
which the function is measurable.
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A strategy is feasible for the individual if, whenever f i(s) 6= f i(s0); either
P i(s) 6= P i(s0) : the private information of the individual distinguishes states
s and s0 or, for some individual, j 2 f�ig; f j(s) 6= f j(s0) : the elementary
acts of some other individual distinguishes states s and s0:

The optimization problem of the individual is4

max ui(f i; f�i);

s:t: f i 2 �i(f�i):

The solution to the optimization problem is 'i(f�i) � �i(f�i); and the choice
correspondence is 'i : F�i ! F i:

A pro�le of strategies, f; is feasible if f i 2 �i(f�i); for all individuals.
A Nash equilibrium for the game with rational expectations is a feasible

pro�le of strategies, fI�; such that f i� 2 'i(f�i�); for every individual.

Proposition 1 At a Nash equilibrium for a game with rational expectations,
the information of individuals is essentially symmetric with respect to the
information partition

P� = _i2IP
f i� :

Proof If f � = (: : : ; f i�; : : :) is a pro�le of strategies which is a Nash equilib-
rium with rational expectations, then it is a Nash equilibrium for the game
with symmetric information GP� ; where P� = _i2IP

f i� :

One argues in steps, for each individual:

1. By the de�nition, the function, f i� is measurable with respect to the
partition Pf i� ; and, hence, also with respect to the �ner partition P�:

2. By the de�nition of a Nash equilibrium with rational expectations, the
function f i� is measurable and optimal with respect to the partition
~P i = P i _j2f�ig P

fj� :

3. Since the partition Pf i� is the coarsest partition with respect to which
the function f i� is measurable, the partition ~P i is at least as �ne as the

4In a game with rational expectations, the two ex - post formulations of the game
discussed above (see footnote 2) coincide, and they yield a solution to the ex - ante
optimization problem subject to a measurability constraint which takes into account the
information revealed at equilibrium.
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partition Pf i� : It follows that the partition ~P i _j2f�ig P
fj� is at least

as �ne as the partition Pf i� _j2f�ig P
fj� : Since ~P i _j2f�ig P

fj� = ~P i;

while Pf i� _j2f�ig P
fj� = P�; the partition ~P i is at least as �ne as the

partition P�:

4. Since the function f i� is measurable with respect to the partition P�;

it is measurable and optimal with respect to the partition ~P i; and the
partition ~P i is at least as �ne as the partition P�; the function f i� is
measurable and optimal with respect to the partition P�: 2

At a Nash equilibrium for a game with rational expectations,

P i _j2f�ig P
fj� � _j2IP

fj� � Pfj� :

Corollary 1 A Nash equilibrium where the information of individuals is es-
sentially symmetric with respect to a partition P̂ is an equilibrium for the
game with rational expectations as long as the partition P̂ is, for every in-
dividual, (i) at least as �ne as the partition P i _j2I P

fj� or (ii) at least as
coarse as the partition P i:

Proof For every individual, the act f i� is a solution to the optimization
problem with respect to the partition P i _j2f�ig P

fj� ; and thus f � is a Nash
equilibrium for the game with rational expectations.

For an individual, if P̂ � P i _j2f�ig P
fj� ; the relevant partitions are

ordered as
P̂ � P i _j2I P

fj� � P i _j2�i P
fj� � P i;

while, if P i � P̂; since P̂ � Pfj� ;

P i _j2f�ig P
fj� = P i:

In either case, since f i� is measurable and optimal with respect to the parti-
tion P i as well as the partition P̂ ; it is measurable and optimal with respect
to the partition P i _j2f�ig P

fj�: 2

A Nash equilibrium where the information of individuals is symmetric,
but with respect to a partition P̂ which, for some individuals, fails to be
either as �ne as the partition P i _j2I P

fj� or as coarse as the partition P i,
need not be an equilibrium with rational expectations.
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Example 1

A game with private information is described by I = f1; 2g, A1 = fT;Bg,
A2 = fL;Rg, S = f1; 2; 3g, P1 = ff1g; f2; 3gg, P2 = ff1g; f2g; f3gg, � =
f1
3
; 1
3
; 1
3
g and payo�s

s = 1 L R

T 5; 1 5; 2
B 1; 1 1; 2

s = 2 L R

T 2; 1 2; 2
B 3; 1 3; 2

s = 3 L R

T 3; 2 3; 1
B 1; 2 1; 1

The pro�le in which player 1 plays T in every state, while player 2 plays
R in states 1 and 2, and L in state 3 is a Nash equilibrium, and information
is essentially symmetric with respect to the partition P̂ = ff1; 2g; f3gg. It is
not a rational expectations equilibrium; player 1, with informationP1_Pf2 =
ff1g; f2g; f3gg, would play T in states 1 and 3, and B in state 2: 2

3 Common knowledge and

rational expectations

If the information of an individual is described by the partition Qi; then, at
a state of the world, s; the individual knows an event, E � S if

Qi(s) � E :

The states of the world at which the individual knows E is

Ki(E) = fs 2 S; such that Qi(s) � Eg:

If , s 62 Ki(E); the individual does not know E at s : there exists a s0 2 Q(s);
such that s0 62 E :

If there exist �nite sequences of states of the world, sn; sn�1; : : : ; s1 =
s; and individuals, in; in�1; : : : ; i1; not necessarily distinct, such that sn 2
Qin�1(sn�1); : : : ; s2 2 Q

i(s); while s0 2 Qin(sn)nE ; then, since s
0 2 Qin(sn)nE ;

sn 62 K
in(E): But then, since sn 2 Q

in�1(sn�1)nK
in(E); sn�1 62 Kin�1(Kin(E)):

Continuing in this manner, one obtains we that s 62 Ki1(Ki2(: : : ;Kin(E)))) :
individual i1 does not know that individual i2 knows that : : : individual
in�1 knows that individual in knows E : Thus, for any �nite sequence of
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individuals in; in�1; : : : ; I1; individual i1 knows that i2 knows that ... in�1

knows that in knows E at s if and only if, for any sequence of states of
the world, sn; sn�1; : : : ; s2; s1 = s; such that sn 2 Qin�1(sn�1); : : : ; s2 2
Qi1(s);Qin(sn) � E ; equivalently, the event E contains Q(s); the element
of the meet or �nest common coarsening of the individual partitions.

At a state of the world, s; an event E � S is common knowledge if

Q(s) � E ; where Q = ^i2IQ
i:

A function, f; with domain the set of states of the world, is common
knowledge at s if the event f�1(f(s)) = fs 2 S; such that f(s) = f(s)g is
common knowledge at s: A function is common knowledge if it is common
knowledge at all states of the world.

Corollary 2 At a Nash equilibrium of a game with rational expectations, the
strategies of all individuals are common knowledge.

A Nash equilibrium where the strategies of all players are common knowl-
edge is a Nash equilibrium for the game with rational expectations.

Proof If f � = (: : : ; f i�; : : :) is a Nash equilibrium pro�le of strategies for the
game with rational expectations, the information partition of an individual
at equilibrium ~P i = P i _j2f�ig P

fj� ; which is at least as �ne as the partition

_j2f�igP
fj� : It follows that the meet of the individuals partitions at the

equilibrium is at least as �ne as the partition P� = _i2IP
f i� . Since the act

f i� is measurable with respect to the partition P�; the result follows.
If f � = (: : : ; f i�; : : :) is a Nash equilibrium pro�le of strategies, and if the

strategies of all individuals are common knowledge, then, for every individual,
f i� is measurable with respect to the meet of private individual partitions,
P = ^i2IP

i: Since f i� is optimal with respect to the partition P i � P; by
corollary 1, the result follows. 2

Corollary 2 and proposition 1 immediately imply that, at a Nash equilib-
rium in which acts happen to be common knowledge, information is essen-
tially symmetric. This is an instance of the theorem that \common knowl-
edge of actions negates asymmetric information about events"in Geanakoplos
(1995).

Proposition 1 plays the same role with respect to this theorem that the
result in Geanakoplos and Polemarchakis (1982) plays with respect to the
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theorem in Aumann (1976): even if, \to begin with"information is not sym-
metric and acts are not common knowledge, \eventually"acts are common
knowledge and information is symmetric. The process of communication is
not explicit. Rather, it is embedded in the de�nition of a game with rational
expectations.

Example 2

The opinion game, (Geanakoplos and Polemarchakis (1982)), is a game with
uncertainty and private information, O = fI;S; (Ai; ui;P i) : i 2 Ig; where
Ai = (�1;1); and ui(f) = �

P
s2S �(s) (f

i(s) � x(s))2 = �E�(f
i � x)2;

for a common prior probability measure, �; on the set of states of the world:
individuals are guessing the value of x; a random variable.

At a Nash equilibrium, each player chooses the conditional expectation of
the random variable, given his private information at each state of the world:
f i�(s) = E�(xjP

i(s)):
Individuals may disagree, due to di�erences in their private information.
At a Nash equilibrium with rational expectations individuals choose a

pro�le which, by proposition 1, is also a Nash equilibrium for the opinion
game with symmetric information OP�); where P

� = _i2IP
f i� ; at a Nash

equilibrium with rational expectations 'i�(s) = E�(xjP
�(s)):

Individuals \agree"in the opinion game with rational expectations. 2

4 Speculation

In a veto game, each individual has a veto strategy, ei; that guarantees a
level of utility ui :

ui(ei; f�i) � ui; f�i 2 F�i; i 2 I;

and such that the pro�le e is ex - ante pareto optimal: at any feasible pro�le
f 2 F that gives to each individual at least ui, each individual obtains exactly
ui

ui(f) � ui; ) ui(f) = ui; i 2 I:

At a Nash equilibrium of a veto game, all individuals attain the level of utility
associated with their veto strategies.
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For a veto game with private information and additively separable utili-
ties, there is speculation at a state of the world, s; for a pro�le of strategies,
f; if P

s02Pi(s) v
i((f i(s); f�i(s0)); s0) �

P
s02Pi(s) v

i((ei(s); e�i(s0))s0);

i 2 I; with some strict inequality;

there is speculation, if there is speculation at some state of the world or,
equivalently, the event of speculation,

�f = fs 2 S : there is speculation at sg;

is not empty.
Speculation can occur at a rational expectations equilibrium, as in the

following example.

Example 3

A game with private information is described by I = f1; 2g, A1 = fT;Bg,
A2 = fL;Rg, S = f1; 2g, P1 = ff1g; f2gg, P2 = ff1; 2gg, � = f1

2
; 1
2
g and

payo�s

s = 1 L R

T 1;�1 �1; 0
B 1;�1 0; 0

s = 2 L R

T �1; 1 �1; 0
B �1;�1 0; 0

The choice of B in both states is a veto act for individual 1, and it
guarantees u1 = 0; the choice of R in both states is a veto act for individual
2, and it guarantees u2 = 0. The pro�le in which individual 1 plays T in both
states, while individual 2 plays L in both states is a Nash equilibrium and a
rational expectations equilibrium; but, at state s = 1; there is speculation:
individual 1 strictly prefers what he gets at equilibrium to what he obtains
at the veto pro�le, while individual 2; given his information, is indi�erent. 2

In the example, the acts of individuals are common knowledge, but not
the event of speculation: at state s = 2, individual 1 prefers the veto pro�le.

Indeed, for a pro�le of acts, f = (� � � ; f i; � � �), not necessarily a Nash
equilibrium, and for a state of the world, s,the event of speculation cannot be
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common knowledge. Common knowledge of speculation at a state s implies
that

P
s02P (s) v

i(f(s0); s0) �
P

s02P (s) v
i(e(s0); s0), for all i 2 I, with some strict

inequality. But then, by choosing strategies that coincide with f i on P (s) and
with ei on the complement, all individuals would be at least as well o�, and
some strictly better o� than at the veto pro�le, a contradiction. This is the
argument of Milgrom and Stokey (1982) that speculation cannot be common
knowledge. It is in the spirit, but stronger than the argument of Holmstr�om
and Myerson (1983) that ex-ante eÆciency implies interim eÆciency. As in
the example, the occurence of speculation at a given state of the world need
not contradict the interim eÆciency of the veto pro�le.

Corollary 3 In a veto game, the event of speculation cannot be common
knowledge.

As the example shows, rational expectations (and its implication: com-
mon knowledge of acts) need not preclude speculation.

In a strong veto game, each individual has a strong veto act, i.e. a veto
act ei 2 F i such that the veto pro�le is the only ex - ante pareto optimal
pro�le:

ui(f) � ui; ) f i = ei; i 2 I:

At a Nash equilibrium of a strong veto game, all individuals play their
strong veto acts. In particular, speculation never realizes at a Nash equilib-
rium pro�le. This is the argument of Geanakoplos (1995) that Nash equilib-
rium suÆces to prevent speculation in strong veto games:

Corollary 4 The event of speculation cannot realize at a Nash equilibrium
of a strong veto game.

If the veto strategies of all individuals are measurable with respect to
some partition, P�, at least as coarse as their private information, P i � P�,
the veto game has a Nash equilibrium, e, at which information is essentially
symmetric and which, as a consequence is a rational expectations equilibrium.
In a strong veto game, this equilibrium is unique.

It remains an open question to characterize the class of games with private
information, broader than the class of strong veto games, such that at a Nash
equilibrium information is essentially symmetric. For such games, the dis-
tinction between a Nash equilibrium and a rational expectations equilibrium
vanishes.
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5 Competitive equilibria

A competitive economy with uncertainty and private information is

EP = fI;S;L; (Z i;P i; ui) : i 2 Ig:

Commodities are l 2 L; a �nite set, of cardinality L: An elementary
net trade or an elementary act for an individual is zi 2 Z i; a subset of
the commodity space, and a net trade, across states of the world, is f i =
(: : : ; zi(s); : : :):

An allocation or a pro�le of acts, f = (: : : ; f i; : : :); is feasible if
P

i2I f
i =

0:
A feasible allocation is pareto optimal if and only if there does not exist

another, feasible, allocation, f̂ = (: : : ; f̂ i; : : :); such that ui(f̂ i) � ui(f i), for
every individual, with some strict inequality.

If the no-trade allocation e = 0; is pareto optimal, there is specula-
tion at an allocation of net trades, f; and, at some state of the world, s; ifP

s02Pi(s) v
i(f i(s); s0) �

P
s02Pi(s) v

i(0; s0); for all individuals, with some strict
inequality.

Elementary or spot prices of commodities are � 2 �L; the unit simplex ,
and commodity prices are p : S ! �L:

In an economy with rational expectations, individuals re�ne their infor-
mation with the information revealed by prices. The information revealed
by prices is Pp:

A competitive equilibrium for an economy with rational expectations,
Radner (1979), is a pair, (p�; f �); of prices and a feasible allocation, such
that, for an individual, f i� is a solution to the maximization of utility over
the set

Bi(p) =

8><
>:f : S ! Z i :

f is measurable with respect to P i _ Pp; and

p(s)f i(s) � 0 for all s 2 S

9>=
>; :

Associated with an economy, Debreu (1952), there is a (generalized) Wal-
rasian game with uncertainty and private information,

W ~P = f~I;S;L; (Z i;P i; ui) : i 2 I; (A0;P0; u0)g:

Individuals are i 2 ~I = I [ f0g; and the pro�le of information partitions
is ~P = P [ fP0g; a pro�le of strategies is ~f = (f; p): Individual i = 0 is

12



the auctioneer; The set of elementary acts for the auctioneer is A0 = �L,
the domain of elementary commodity prices, his utility function is u0( ~f) =P

i2I

P
s2S p(s)f

i(s); his information is complete: P0 = ffsg : s 2 Sg:
In the Walrasian game with rational expectations, individuals re�ne their

information with the information revealed jointly by the acts of all other
players, not only of the auctioneer.

An equilibrium, for the walrasian game with rational expectations is re-
vealing if and only if prices, the act of the auctioneer, reveal the information
revealed jointly by the net trades, the acts of all other individuals.

A revealing competitive equilibrium for the economy E ~P is a Nash equi-
librium for the walrasian game,WP ; with rational expectations, and, at such
an equilibrium, the information of individuals is essentially symmetric.

Corollary 5 If the utility functions of individuals are separable across states
of the world, and strictly quasi concave, speculation cannot occur at a com-
petitive equilibrium of the economy with rational expectations.

It suÆces to observe that a competitive equilibrium allocation is a Nash
equilibrium allocation of a well de�ned (generalized) game, while, under the
stated conditions, if the no - trade allocation is pareto optimal, it is also a
strong veto pro�le.

In the economy without rational expectations, the budget correspondence
need not be measurable with respect to the individual information partition;
solutions of the optimization problem of an individual at every state need
not yield a solution to the ex-ante optimization problem5. A competitive
equilibrium need not be a Nash equilibrium of any well de�ned generalized
game, and speculation might occur6.

The argument for no-speculation at a rational expectations equilibrium
of an economy is thus the one in Geanakoplos (1995) and Tirole (1982), not
the one in Milgrom and Stokey (1982): rational expectations are needed to
guarantee that equilibrium allocations are Nash equilibria of a well de�ned
(generalized) game; common knowledge, either of the acts, or of the event of
speculation, is not the issue.

5See footnote 2.
6Dubey, Geanakoplos and Shubik (1987) provide an example.

13



References

Aumann, R. J. (1976), \Agreeing to disagree,"The Annals of Statistics,
4, 1236 - 1239.

Debreu, G. (1952), \A social equilibrium existence theorem,"Procee-
dings of the National Academy of Sciences, (U.S.A.), 38, 886 - 893.

Debreu, G. (1959), \Topological methods in cardinal utility,"in K. J.
Arrow, S. Karlin and P. Suppes (eds.), Mathematical Methods in the
Social Sciences, Stanford University Press, 16 - 26.

Dubey, P., J. Geanakoplos and M. Shubik (1987), \The revelation of
information in strategic market games,"Journal of Mathematical Eco-
nomics, 16, 105 - 137.

Forges, F. and E. Minelli (1997, a), \A property of Nash equilibria
in repeated games with incomplete information,"Games and Economic
Behavior, 18, 159 - 175.

Forges, F. and E. Minelli (1997, b), \Self - ful�lling mechanisms and
rational expectations, "Journal of Economic Theory, 75, 338 - 406.

Geanakoplos, J. D. and H. M. Polemarchakis (1982), \We can't disagree
forever,"Journal of Economic Theory, 28, 192 - 200.

Geanakoplos, J. D. (1995), \Common Knowledge, Handbook of Game
Theory, Vol. 2, North Holland, 1427 - 1496.

Harsanyi, J. (1967 - 68), \Games with incomplete information played
by bayesian players, I - III,"Management Science, 14, 159 - 182, 320 -
334, 486 - 502.

Holmstr�om, B. and R. Myerson (1983) \EÆcient and durable decision
rules with incomplete information ,"Econometrica, 51, 1799 - 1819.

Kalai, E. (2000), \ Private information in large games,"Northwestern
University, DP 1312.

Kreps, D. (1977), \A note on ful�lled expectations equilibria,"Journal
of Economic Theory, 14, 32 - 43.

14



Milgrom, P. and N. L. Stokey (1982), \Information, trade and common
knowledge,"Journal of Economic Theory, 26, 17 - 27.

Minelli, E. and H. M. Polemarchakis (1996) \Knowledge at equilib-
rium,"in Y. Shoham (ed.), Theoretical Aspects of Rationality and Kno-
wledge: Proceedings of the Sixth Conference, Morgan Kaufman Pub-
lishers, xxx - xxx.

Radner, R. (1968), \Competitive equilibrium under uncertainty,"Eco-
nometrica, 36, 31 - 58.

Radner, R. (1979), \Rational expectations equilibrium: generic exis-
tence and the information revealed by prices,"Econometrica, 47, 655 -
678.

Savage, L. J. (1954), The Foundations of Statistics, Wiley.

Tirole, J. (1982), \On the possibility of speculation under rational ex-
pectations,"Econometrica, 50, 1163 - 1181.

15


